
Causal Learning Has Shorter Minimal Description Length (MDL)

Finding 1: GPT-3 175B is much more robust than 
earlier models

Correct causal linkSpurious correlations

Finding 2: Models do not see A+B 
the same as B+A

The Shortcomings of Using 
Empirical Knowledge

Correlation-to-
Causation Inference

Causal Inference for Robust, Reliable, and Responsible NLP

1. Robust NLP Models by Causality

4. Improving GPT4 on causal questions

How does GPT-4 perform?

3. How does GPT4 perform?

Example Model Behavior for Firing Squad

Firing the 
Employee

Manager 1 Manager 2

CEO

GPT can get answers correct, but not necessarily understand the 
causal world model fully.

Firing the 
Employee

Manager 1 = 1 Manager 2

CEO = 0

?

Textbook causal questions

Non-textbook causal 
questions we composed

100%

53.3%Directly querying GPT4:

+ Letting GPT4 reflect on 
the causal graph first: 66.7% ⬆
+ Breaking the larger 
question to smaller steps:

86.7% ⬆
+ Adding a cheatsheet 
showing typical examples 
solved step by step:

86.7% ⬆ Similar effect as leading it 
through subquestions

Example question:
Suzy and Billy both pick up rocks and throw them at a bottle. Suzy’s rock gets there first, shattering the bottle. Both throws were 
perfectly accurate. Suppose we observed the bottle was shattered by Suzy's rock. Would the bottle stay unhitted if Suzy had not 
thrown at a the bottle?

General rule:
When evaluating an counterfactual statement, we perform the following three steps:
1: Abduction: Based on the observed evidence, compute the values of exogenous variables.
2: Action: Modified the causal model according to the counterfactual scenario.
3: Prediction: With the modified causal model and values of exogenous variables, compute the counterfactual outcome.

Steps:
Step 1: Let X = 1: Suzy's rock hits the bottle, X = 0: Suzy's rock doesn't hit the bottle,, Z = 1: Billy's rock hits the bottle, Z = 0: Billy's 
rock doesn't hit the bottle. Y = 1: The bottle shattered. Y = 0: The bottle unhitted. The causal model is defined as: X := 1, Z := notX, 
Y := X of Z.
Step 2: abduction: the causal model if fully deterministic, so there are no exogenous variables.
Step 3: action: Modify the causal model according to the counterfactual scenario: Suzy had not thrown at the bottle, ie X := 0.
Step 4: prediction: compute the values of Z and Y in the modified causal model: Z = not X = not 0 = 1; Y = X of Z = 0 of 1 = 1.
Step 5: the question ""would the bottle stay unhitted if Suzy had not thrown at a the bottle?"" asks for the counterfactual value of 
Y, which we just computed to be 1.
Step 6: No, the bottle would still be hitted even if Suzy had not thrown at it.

Groundtruth: No

Example Cheatsheet (GPT4 allows 32K words in the context)

Zhijing Jin
zhijing-jin.com

2. Reliable Causal Reasoning in Text

3. Responsible NLP for Social Good

Problem of Knowledge

Problem of Reasoning
The Problem of Knowledge is 
largely addressed by LLMs

Problem Space

The Problem of Reasoning is still challenging

● The US has no universal healthcare. 

● Italy has universal healthcare. 

● We see the US economy much stronger.

So universal healthcare is bad. 

(If the audience seeing this reasoning is a US voter, they 
might vote against establishing universal healthcare.)

If LLMs are not equipped with strong reasoning ability, it 
will be easily tricked by incorrect causal reasoning.

Simpson’s Paradox

❌ Wrong Reasoning

✅ Correct Fact

✅ Correct Fact

✅ Correct Fact

Causal Reasoning

Corr2Cause Inference
arxiv.org/abs/2306.05836 

Causal Reasoning
CLadder (NeurIPS 2023)

Logical Fallacy Detection
(EMNLP 2022 Findings)

Less-Known TopicsCommonly-Known 
Topics

Beyond the Empirical 
Knowledge/Science

New, Urgent Topics

✅ Pure 
Reasoning
✅ Knowledge

✅ Pure Reasoning

✅ Pure Reasoning ✅ Pure Reasoning

How are we addressing 
the UN Sustainable 
Development Goals?

Poverty Hunger Health Gender WaterEducation

Climate
Life Below 

Water
Life on 

Land PartnershipPeace

Inequalities
Sustainable 

Cities
Consumption

Energy Economy Innovation

Promoting NLP for Social Good (NLP4SG)

12%
NLP research is 

related to 
social topics.

Paper: arxiv.org/abs/2305.05471 
Website: nlp4sg.vercel.app/sankey

1. Almost no study for 
Poverty & Hunger

2. We need more social studies 
against the challenges in democracy 
& international conflicts

NLP4SG Paper Analyzer
“Beyond Good Intentions: Reporting the Research Landscape 

of NLP for Social Good” (EMNLP 2023 Findings)

Case Study: Causal Policy Analysis
“Mining the cause of political decision-making from social 

media” (EMNLP 2021 Findings)

Are politicians overfitting short-term public opinions?

1 Trillion COVID-Related Tweets
(Sentiment: -1~1)

Social Distancing Policies
(Strictness: 0~5)

Causes?

Beware of the Confounders:

COVID Cases
(Avg. New Cases (%): 0~100%)

… … 

Method: Backdoor Adjustment 
(do-calculus)

A Causal Reformulation for Robustness Testing

Is a model (e.g., GPT-3) robust on math word problems?

How are the causal mechanisms of the model’s decisions 
different from the causal mechanisms of human reasoning?

Question: “What is the sum of 10 and 12?”
Answer by the model InstructGPT ✅: “22”

Question: “What is the sum of 91234567 and 47?”
Answer by the model InstructGPT ❌: “91234514”   vs.     Correct answer: “91234614”

A Causal Framework for Robustness

Causal  Decision Paths

Question 
Template T

Text Relevant to the 
Math Operation O

Operands 
N := (N1, N2)

Ground Truth
G = fo(N1, N2)

Text Surface Form (Irrelevant
to the Math Operation) S

Model 
Prediction R

Red arrows: Spurious correlations
Green arrow: Correct causal link

Mary has 5 apples. She gave 2 to John. 
How many does Mary have left?

Quantifying robustness as the distance between model vs. human SCMs:

Independent Causal Mechanism (ICM)

The causal mechanism f(·, N
E
) is independent of the cause C.

ICM Principle

Algorithmic information (by Kolmogorov Complexity K): (Solomonoff, 1964; Kolmogorov, 1965)

(Janzing and Schölkopf, 2010)

Decomposition (with no shared info)

The inequality of Kolmogorov complexity can be approximated by

Experiment on MT data confirms the inequality

Causal vs. Anti-Causal Learning in NLPCore Insight: Robustness = Alignment in 
Structural Causal Models (SCMs)

(EMNLP 2021 Oral)
arxiv.org/abs/2110.03618 

💡Takeaway: Achieving robustness 
by enforcing causal learning (in the 
same direction as the underlying 
data generating process)

(ACL 2023)
arxiv.org/abs/2210.12023 

Paper: aclanthology.org/
2021.findings-emnlp.27/ 

arxiv.org/abs/2202.13758 


