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1. Robust NLP Models by Causality

Core Insight: Robustness = Alignment in Causal vs. Anti-Causal Learning in NLP (EMNLP 2021 Oral)

arxiv.org/abs/2110.03618

Structural Causal Models (SCMS) Independent Causal Mechanism (ICM) Causal Learning Has Shorter Minimal Description Length (MDL)
Causal mechanism f(-, NE) The inequality of Kolmogorov complexity can be approximated by
Model SCM Human SCM c) (E) ¢ neauallty of Comagoray com?
ICM PrinCiple (Clzn7 el:n) — (Clzn) + (elznlclzn)
< MDL(el:n) = MDL(Clzn|el:n), (2)
@ )@ The causal mechanism f(-, N.) is independent of the cause C. Experiment on MT data confirms the inequality ' Takeaway: Achieving robustness
\ Ry e 2 > _________ by enforcing causal learning (in the
\ ,/ Algorithmic information (by Kolmogorov Complexity K):  (Solomonoff, 1964; Kolmogorov, 1965) n—bs r?g?na ne I,S » “rans‘ated Sp an%s . . .
o ! ol UK tmmsein st same direction as the underlying
X: Causal Varlable K(PC',E) — K(PC) u K(PE|C) Decomposition (with no shared info) Fr—En 16K On:g%nal Fren(fh,,Translated English da‘ta generating process)
4 Es—Fr 15K Original Spanish, Translated French
Y: Pre dlCthH < K (P E) + K (PC’| E) . Fr—Es 15K Original French, Translated Spanish

(Janzing and Schélkopf, 2010) Table 2: Details of the CausalMT corpus.

Z:: Spuriously correlated variable

(ACL 2023)
A Causal Framework for Robustness - rxiveorg/abs/2210.12023
A Causal Reformulation for Robustness Testing Causal Decision Paths Quantifying robustness as the distance between model vs. human SCMs: §(P, P')
oo o s e Red arrows: Spurious correlations Finding 1: GPT-3 175B is much more robust than ~ Finding 2: Models do not see A+B
ls amodel (e.g. GPT-3) robust on math word problems? Howymany d(l)oeloS T h?gve e - Green arrow: Correct causal link earlier models the same as B+A
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Question: “What is the sum of 10 and 12?” 0 0.175
Answer by the model InstructGPT [4: “22" Text Surface Form (Irrelevant 0.8 .

to the Math Operation) S = 0.150
o : , Question & 0.6 =

Question: “What is the sum of 91234567 and 477 Termplate T LS o 0.125
Answer by the model InstructGPT X:“91234514” vs. Correct answer: “91234614" P ¢ — 0.4} "

Text Relevant to the Ground Truth Model ~ [ 0190

Math Operation O G=f(N,N,) Prediction R 0.2 S - 0.075

& - - 0.050

How are the causal mechanisms of the model’s decisions , {_;& X i—
o

Operands
N:=(N,N,)

different from the causal mechanisms of human reasoning? - 0.000
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2. Reliable Causal Reasoning in Text

The Problem of Knowledge is The Shortcomings of Using

Problem Space @
= largely addressed by LLMs Empirical Knowledge

Problem of Reasoning

) Correlation-to-
Causal Reasonin . ' Pure
* & Causation Inference gasoning Pure Reasoning
Why do people celebrate holidays? Answer 1-2 sentences KnOWIedge
Commonly-Known

Less-Known Topics

Topics
People celebrate holidays for various reasons, including religious or
cultural significance, as well as to take a break from routine and spend
quality time with family and friends. Holidays often serve as a way to Pure Reasoning Pure Reasoning

commemorate important events, honor traditions, and foster a sense

Beyond the Empirical
Knowledge/Science

of community.

New, Urgent Topics

The Problem of Reasoning is still challenging

Corr2Cause Inference Causal Reasoning Logical Fallacy Detection

arxiv.org/abs/2306.05836 CLadder (NeurlIPS 2023) (EMNLP 2022 Findings)
Training Corpus . . . crep. o i
. If LLMs are not equipped with strong reasoning ability, it arxiv.org/abs/2202.13758
Ice cream sales Drowning cases - Hot weathe { . . . . .
. ] 2 will be easily tricked by incorrect causal reasoning. Our Dataset: LOGIC
Many Vaccination Fatality rate Autism ° How can LLMs process such Example of Circular Reasoning
. nS - - 7 - ?
correlatio et e o = > C;:;‘;;;zzgmﬁafzg:s{:g‘:vm .a - / \ She is the best because she is better than anyone else.
ech company CEOs I | | e The US has no universal healthcare. Correct Fact
] . Example of False Causality
This requires the skill of inferring causation from correlation e ltaly has universal healthcare. Correct Fact Every time | wash my car, it rains. So me washing my car
We propose a new task: Corr2Cause Inference 4/ Previous tasks: e We see the US economy much stronger. ['4 Correct Fact hasiaidenniteiciect onwedtier.
Suppose we know that A correlates with B. ) _ Causes _
Can we infer that A causes B? No Touching a hot stove —> Getting burned ] ] | With a Challenge Set: LOGICCLIMATE
o _ . o So universal healthcare is bad. >{ Wrong Reasonjng Example of False Causality
A 5t ith B. C 5t ith B. H A isind dent of C Skill being tested in previous work: Empirical
CoIrsldtes Wi : C Qe e;s Wéh t. A SRENEG B,'s HEERENCeL O Yes knowledge instead of pure causal inference. Extreme weather-related deaths in the U.S. have
Sifwe Tierthasy i cAuses. B (If the audience seeing this reasoning is a US voter, they decreased by more than 98% over the last 100 years. ...
*Assumption that we explicitly mention in the samples: We suppose a close system of the given variables and correlations. \iight vote against establishing universal healthcare.)/ Global warming saves lives.
, d From the article: "There Is No Climate Emergency”
Simpson s Paradox (washingtontimes.com)

3. Responsible NLP for Social Good
Promoting NLP for Social Good (NLP4SG)

Case Study: Causal Policy Analysis

“Beyond Good Intentions: Reporting the Research Landscape “Mining the cause of political decision-making from social
of NLP for Social Good” (EMNLP 2023 Findings) media” (EMNLP 2021 Findings)
Poverty Hunger  Health Education. Gender 7 Water B = Are politicians overfitting short-term public opinions?
@ost no study-for [ ciessiaten beﬂ :
~ \_Poverty &Hunger o 0. 7 /
== - T T AL ,“ | c . D 1M & A
Energy . Economy Innovation SIS :fktdv; dzttt i auses: ﬂ l"
How are we addressing L7 & »\év ) >~

language technology ==
Istm =

the UN Sustainable

Quality Education 2= - : ' e i 1 Trillion COVID-Related Tweets Social Distancing Policies
. ==information extraction machine learning methods . .
: information retrieval ) > - (Sentlment: '1"'1) (StrICtHESS: 0"’5)
Development Goals? Sustainable e T s o
n Water and Sanitation machine translation | ing —
4 i 2 L D::ent V?Iork and Economic Growth - neural models Bewa re of t h e Co nfo u n d e rs .
I n eq u a I I t I eS C i t i e S Co ns u m pt I o n Industry, Innovation and Infrastructure ~ [l named entity recognition neural network == : =
I i s - B natural language generation nip models W
Reduced Inequalities ; ey
nip applications recurrent neural networks —
: = — = predictions roberta =
I Sustainable Cities and Communities BEE.... supervised learning =~ . HEHEEE @400 ccccees

relation extraction support vector machine M

2. We need more social studies s B et COVID Cases

against the challenges in democracy = Liance cetection " (Avg. New Cases (%): 0~100%)
& international conflicts

Life Below Lifeon
Water Land

text summarization

Climate Peace Partnership

== toxic spans detection word grbasisiogsiil

Peace, Justice and Strong Institutions

Confounders
Method 2: Block the backdoor path

Method: Backdoor Adjustment

Other tasks Other methods

o (dO'CaICLllUS) Method 1: Intervene X * PYI%2)
Y P(Y ] do(X)
NLP research is Paper: arxiv.org/abs/2305.05471 Paper: aclanthology.org/ . LI N

related to
ocial topics

Website: nip4sa.vercel.app/sankey 2021.findings-emnlp.27/




