
Zhijing Jin Diversity Statement

Working with a diverse set of students and collaborators confirms my belief that every-
one has the potential to become a successful researcher, just not necessarily receiving
the same resources and mentorship. During my PhD, I have put substantial efforts
into promoting diversity and inclusion, and I will continue these efforts as a professor.

Broadening Participation through Inclusive Advising and Democratizing Educa-
tion Resources. I care deeply about diversity in my advising, having mentored stu-
dents with diverse demographics, including eight women, 20 students of color, and
two LGBTQ+ students, with diverse cultural backgrounds from 12 different origin
countries, including Bangladesh, China, Germany, Hungary, India, Italy, Mexico, Rus-
sia, Sweden, Switzerland, Taiwan, and the US. As a senior graduate student, I have
also mentored two junior PhD students, who are the first-generation PhD students in
their family, whom I helped with their first papers at top NLP conferences like ACL,
thus embarking on a good start to their PhD.

Alongside diversifying my personal mentorship, I also support open-source educa-
tional resources and mentorship insights, so that students with all socioeconomic back-
grounds across the world can benefit. For my research-related resources, I provided
open access to my Causal NLP tutorial (2,500 views), paper reading lists for Causal
NLP (400+ stars) and NLP for Social Good (250+ stars), as well as all my research talk
videos at top conferences such as NeurIPS 2022, EMNLP 2022, NAACL 2022, EMNLP
2021 (1), EMNLP 2021 (2), ACL 2021, and ACL 2020.

To expand mentorship outreach, I established a mentorship GitHub with advising sug-
gestions for junior researchers in NLP, which received over 700 stars on GitHub. In the
era of large language models (LLMs), I also helped bring together 20 researchers to
collect research direction suggestions given the drastic change that LLMs bring to the
traditional NLP community [6]. In addition to the written suggestions, I also organize
dynamic mentorship sessions as a leader and one of the initiators of the ACL Year-
Round Mentorship. Inheriting the same diversity and inclusion spirit, we opened
access to all our mentorship videos online, with the most popular session receiving
up to 2,500 views. We receive positive responses from students in our mentorship
program such as “I’d like to express my gratitude for the mentorship program; it has been
immensely beneficial to me! The sessions on research topics and the PhD application process
have been particularly enlightening.”

Ensuring Inclusion in Leadership Roles. In addition to broadening the outreach to
junior students, I also take leadership roles in various initiatives, and encourage rep-
resentation diversity. Among the five conference workshops I have co-organized, we
ensure that the organizer committee includes 50% or more women. We also ensure
balanced gender and demographic representations among the invited speakers, so un-
derrepresented attendees are more likely to find the role models in their own identities.
Similarly for the ACL Year-Round Mentorship, we invited speakers from more than 20
different countries, and further diversified the representation in our mentorship ses-
sions by rotating the time zones, diversifying the speakers’ gender and demographics,
as well as covering both a diverse set of universities or organizations of the speakers.

Casting Positive Impact through Research. As NLP becomes more and more power-
ful as a technology, its various applications and social implications also start to flour-
ish. I actively use NLP as a tool to help the diversity, equity, and inclusion (DEI)
agenda, where I have papers reporting the large gender difference in the AI publica-
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tion world [3], revealing that editors’ opinions are biased towards the gender of au-
thors in certain publication domains [2], and measuring the inherent bias and stereo-
types within LLMs [8]. Moreover, in our EMNLP 2022 and ACL 2023 papers [9, 10],
we also identify ways to protect the user privacy in LLMs, so that underrepresented
groups are shielded from discrimination and exploitation due to their identity when
using this technology. I also work towards uniting the community efforts towards
socially-minded NLP by leading the three NLP for Positive Impact Workshops [1, 4],
publishing papers to provide sites of the current progress [5] and future directions [7]
of NLP for social good research.

Moving forward, I plan to continue these efforts by incorporating the spirit of DEI
throughout my mentorship and advising principles, course design, community orga-
nization, and research for positive social impact. Through these concerted efforts, I
aspire to create an inclusive academic environment that not only fosters a richly di-
verse community, but also champions equitable opportunities for learning, growth,
and innovation.
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